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Global Climate 
from Pole to Pole

Earth’s radiative Balance and 
Transport of Energy



Radiative balance
Global balance, but varying with latitude…



Energy imbalance and transport

Net gain at lower latitudes and net loss at higher latitudes compensated 
by meridional energy transport in atmosphere and ocean.



Energy transport globally connected

Net gain at lower latitudes and net loss at higher latitudes compensated 
by meridional energy transport in atmosphere and ocean.

- Energy exchange, modes of energy transport, changes in energy transport with changing climate



Arctic Climate 
and Change

Arctic Amplification

1980

2012



Arctic Change in Global Comparison

- What determines the Arctic’s Climate? The couple Air-Sea-Ice climate system. How is the aforementioned 
balance obtained, maintained, and changing?



Sea Ice Extend

- Arctic’s coupled air-sea-ice climate system inherently 
complex and we still lack understanding and modeling 
capabilities. Hence, uncertainties in weather predictions 
and climate projections.

Albedo feedback: less ice, less albedo, warmer, less ice…



Arctic Amplification

Arctic warms faster than the rest of the globe. Albedo 
feedback with sea ice and energy transport.

NASA GISS



Role of Moisture Transport

Latent heat transport contributes to warming and sea ice 
loss.

1.5 days and occupies a contiguous zonal extent of at least
98 at all times.
Here, we associate an intrusion event to each injection

event by tracking the air injected into the polar region using
forward Lagrangian trajectories, obtained by numerically
integrating the three-dimensional velocity using a forward
Euler scheme:

x(t1Dt)5 x(t)1u(x, t)Dt , (1)

where x and u are three-dimensional position and veloc-
ity, using pressure as a vertical coordinate. Prior to com-
puting the trajectories, we project the three-dimensional
wind fields to a Lambert azimuthal equal-area projection,
which features a constant gridbox area in km2 over the
domain. This simplifies the trajectory computation, as the
distance between grid points on the projection has no
latitude dependence. We apply a rotational operation to
the horizontal wind components to take account of the
fact that, while the projection preserves area, it does not
preserve angle. The equation is integrated with a 6-h time
step for each of the wind components u, y, and v. Re-
analysis winds interpolated from model levels to 16
standard pressure levels are used; the winds are line-
arly interpolated at each time step to the instantaneous

particle location. An ensemble of 5-day forward trajec-
tories is computed for each injection event; trajectories
are initiated at 708N and 900hPa at each time step and
grid point for which the injection criteria are satisfied
over the injection event. The 900-hPa level is chosen
because that is where climatological poleward moisture
flux across 708N is maximum (Woods et al. 2013). Given
the ensemble of trajectories for each event, centroid
trajectories are computed by averaging the concurrent
coordinates from all the trajectories initiated at each time
step of the event so that each intrusion can be represented
by a set of n trajectories, where n is the number of
6-hourly time steps in the injection event. To focus on
intrusions that reach deep into the Arctic basin, events in
which fewer than 40% of the trajectory ensemble mem-
bers reaches 808N over 5 days are discarded. This leaves
us with a final dataset of 359 intrusion events from 1990
to 2012, or ;16 per ONDJ season.
An example intrusion event is shown in Fig. 2. The in-

jection occurs over the northern tip ofNorway and lasts for
1.75 days, yielding seven centroid trajectories. As the in-
jection event progresses, its centroid shifts slowly east-
ward, giving some zonal spread in centroid trajectories.
The flowfield during the event features a large-scale dipole
straddling the North Pole, with cyclonic circulation over

FIG. 2. Case study of an intrusion event beginning over northern Norway at 1800 UTC on 27 December 1999.
Each panel shows a snapshot at a time relative to the beginning of the event as indicated in the lower-right corner.
Gray lines show centroid trajectories with gray dots at 1-day intervals. Shading shows surface air temperature
anomaly from a 6-hourly, smoothed seasonal cycle, arrows show 10-m wind, and the heavy black line shows the
15% SIC contour. As a reference, the dashed black line shows the 15% SIC contour 5 days before the beginning of
the event. Dotted line is the 708N latitude line. Thin black lines in the 15 days panel show the Barents Sea box.
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Woods and Caballero (2016)

Figure 8b shows the trend in DJ intrusion density as-
sociated with the increasing injection frequency. Statisti-
cally significant trends are concentrated over the Barents
Sea and central Arctic, with secondary maxima in the
Pacific sector and over the Canadian Archipelago.
Given the impacts of individual intrusion events dis-

cussed above, we might expect a greater number of in-
trusions to result in seasonal-mean warming and sea
ice loss. These statistically implied trends can be deter-
mined by using the interannual variability to estimate
the impact of a single intrusion on seasonal-mean tem-
perature and SIC and then multiplying by the trend in
intrusion numbers. More precisely, we write

N
i
5N0 1 g

N
i1DN

i
,

where Ni is the intrusion density at a given grid point
(see section 3) for DJ of year i, N0 is a constant, gN is a
trend coefficient (with units of intrusions per year), and
DNi is a residual reflecting interannual variability
around the trend. An analogous decomposition is also
applied to the DJ-mean value of surface temperature
and SIC at each grid point. We then estimate the im-
pact of a single intrusion on, for example, surface
temperature T by regressing interannual fluctuations of
intrusion density and surface temperature at the
same grid point: DTi 5 aDNi 1 b, where the regression
coefficient a has units K per intrusion. Finally, we
compute the statistically predicted trend in surface
temperature at each grid point simply as gT 5 agN .
This method is conceptually similar to that used by
D.-S. R. Park et al. (2015).

The regression results (Fig. 9, top row) show a sta-
tistically significant impact of intrusions on DJ-mean
surface air temperature over the Atlantic and Pacific
sectors and over Greenland, where intrusions are
relatively close to their injection point, and much
weaker impacts over the Beaufort and East Siberian
Seas, where they are near the end of their trajectories.
Statistically significant SIC response with substantial
amplitude is found only in the marginal ice zone of the
Barents Sea. Impacts on downward and net longwave
fluxes are significant through most of the domain ex-
cept for a latitude band in the south of the Barents Sea
box near the sea ice margin. The turbulent heat flux
shows a significant positive response in the open-ocean
region of the southern Barents Sea, owing mostly to re-
duced evaporation, a negative response to the east of
Novaya Zemlya.
The statistically predicted trends (Fig. 9, middle row)

show a spatial structure that is remarkably consistent—
considering the approximations made—with the ob-
served trends (Fig. 9, bottom row). Predicted surface
air temperature trends (Fig. 9f) are greatest in the
Barents Sea area extending into the central Arctic in
agreement with observations (Fig. 9k), with the aver-
age trend predicted in the Barents Sea box approxi-
mately 45% of that observed. This localization of the
trends arises both because intrusion counts have risen
most rapidly in that region (Fig. 8b) and because indi-
vidual intrusions have the greatest impact in that region
(Fig. 9a). The predicted trend has a peak amplitude of
about 3Kdecade21, about half of the observed value.
For SIC the predicted trend (Fig. 9g) again coincides

FIG. 8. (a) Total number of intrusion events during October–November (blue line) and December–January
(black) for each year in the dataset. Dashed lines show linear fits. There is a significant trend in the number of
intrusions during December–January of roughly 2.5 decade21 (p5 0:005). (b) Linear trends in intrusion density
during December–January. Solid black lines enclose trends significant at the 5% level. Gray lines show the Barents
Sea box. Dotted lines show the 708 and 808N latitude lines.
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The Role of the Arctic in the Global Climate System

- Energy exchange, modes of energy transport, changes in energy transport with changing climate

Arctic’s role in the global climate rather clear via back of the 
envelope. However, we lack understanding of why 
transport ways for energy are as they are and how they will 
respond to climate change. In particular, we need a better 
process understanding, as it appears that a significant 
fraction of the transport is done by transient and short-
lived phenomena and not climatological time-means



The Role of the Arctic in the Global Climate System

dipole-like response of extratropical warming (DT1 . 0)
and tropical cooling (DT2 , 0) (Fig. 3a) is consistent
with many water-hosing experiments in coupled models
(e.g., Manabe and Strouffer 1995; Stouffer et al. 2007). In
general, we see a stable climate with a weaker meridional
temperature gradient because of the enhanced THC.
Now, let us come back to the main purpose of this study:

that is, to identify the fundamental mechanism of the
BJC. The tropical cooling decreases the OLR at the TOA
because of negative feedback (2B2 , 0), resulting in an in-
creaseofnetdownwardenergy influx (DH0252B2DT2. 0).
Therefore, the tropical energy loss resulting from the
horizontal OHT can be partially compensated by energy
gain at the TOA in the vertical direction. In other words,
the tropical atmosphere does not have to import all en-
ergy from the extratropics to compensate the oceanic heat
export (jDFaj5 jDFo 2B1T1j,DFo), leading to the un-
dercompensation. Meanwhile, the extratropical warming
increases the heat loss at the TOA because of negative
feedback (2B1 , 0). This reduces the downward energy
influx at the TOA (DH01 5 2B1DT1 , 0). Thus, the ex-
tratropical atmosphere does not have to export all extra
energy to the tropical box. The fact that equal amounts
of TOA flux change with opposite signs in the tropics
and extratropics assures the same AHT change should
satisfy the atmosphere energy balance in both tropics and
extratropics. Quantitatively, as the negative feedback in-
tensifies (larger jBij), the energy balance tends to be ful-
filled more locally, instead of by horizontal redistribution;
therefore, CR decreases further, as shown in Fig. 2. It is
shown clearly here that the energy conservation requires
compensating changes in AHT andOHT, and the climate
feedback determines the extent of compensation. This
mechanism is illustrated in Fig. 4a.

2) FULL COMPENSATION

In the absence of climate feedback, full compensation
will be achieved. Indeed, when B1B2 5 0, CR 5 21,
indicating that anomalous AHT exactly compensates
the anomalous OHT (DFa 5 2DFo) and that the com-
bined heat transport in the atmosphere and ocean re-
mains unchanged (DFt 5 0). Figure 3h shows that the
model CR approaches 1 monotonically. It takes a longer
time to reach the equilibrium than in the under-
compensation case (Fig. 3d).
The full compensation only requires zero feedback

locally in one box. Figures 3e–h show the climate
changes with 2B1 5 0 and 2B2 5 21.7. As in the
undercompensation case, the temperature response
shows extratropical warming DT1 . 0 (Fig. 3e) for en-
hanced THC (Dq . 0 and DFo . 0) (Figs. 3f,g). How-
ever, no change occurs in the tropical temperature; that is,
DT2 5 2(B1/B2)DT1 5 0 because B1 5 0 (Fig. 3e).
Therefore, regardless of the feedback B2 in the tropics,
there is no change in the TOA energy flux of both regions
(i.e.,DH0152B1DT15 0 andDH0252B2DT25 0). The
ocean heat gain in the extratropics has to be completely
exported to the tropical atmosphere, supplying the exact
heat loss in the tropical ocean due to enhanced poleward
OHT [viz., DFa 5 2DFo (Fig. 3g)], leading to full com-
pensation (Fig. 3h). Thismechanism is illustrated in Fig. 4b.
The full compensation was discussed in Rose and

Ferreira (2013). This case corresponds to a stable cli-
mate with a warmer global mean temperature (DTm 5
DT1/2 . 0) (Fig. 3f) and a weaker meridional tempera-
ture gradient (DTs , 0). This is an ‘‘equable’’ climate
(Huber and Caballero 2011; Rose and Ferreira 2013).
Rose and Ferreira (2013) studied the equable climate and

FIG. 4. Schematic diagram showing the BJCmechanism. (a) Under negative feedbacks in both extratropical and tropical boxes (B1B2.
0), the anomalous AHT undercompensates the anomalous OHT to keep the energy conserved in both tropical and extratropical boxes.
Large gray arrows denote mean heat transports. (b) Under a zero feedback in the extratropical box (2B1 5 0, B2 6¼ 0), the anomalous
AHT compensates the anomalous OHT perfectly. (c) Under a weak positive feedback in the extratropical box (2B1 . 0, B1B2 , 0), the
anomalous AHT has to overcompensate the anomalous OHT.

15 MARCH 2016 YANG ET AL . 2153

Yang et al. (2016)

Bjerknes Compensation: Ocean and Atmosphere Energy Transport not independent 



Arctic Amplification and its role for mid latitudes Weather and Extremes

- Linkages between Arctic Amplification and jet stream and extremes in mid-latitudes: Hypotheses, Debates, 
Controversies

Overland et al. (2015)

Cohen et al. (2014), Francis and Skific (2015)
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amplification is driven by local changes compared with remote 
changes16. This distinction is highly relevant to the current debate 
on possible Arctic–mid-latitude linkages, because if a significant 

portion of Arctic amplification is driven remotely, then Arctic 
amplification may be partly viewed as a response to rather than a 
forcing of mid-latitude weather. This highlights the importance of 

As a summary of the studies presented, in Fig. B2 we synthesize 
some common ideas about the atmospheric response to sea-ice 
and snow cover variability that have until now been treated inde-
pendently. All sea-ice studies agree that sea-ice loss heats and mois-
tens the boundary layer of the Arctic atmosphere. It has also been 
shown that a surface heat source in the extratropics induces down-
ward descent of air over the heat source, warming the atmospheric 
column and raising heights in the mid-troposphere, while a trough 
develops downstream inducing an equatorward flow of cold air97. 
This is consistent with the result that reduced sea ice favours an 
increase in mid- tropospheric heights in the Barents and Kara seas 
region in winter51,88,92 with downstream troughing over Eurasia. 
Studies also agree that increased snow cover cools the boundary 
layer54. Therefore a snow-induced surface cooling can lower heights 
in the mid-troposphere, inducing enhanced ridging upstream.

In September and October, sea-ice loss has been most pro-
nounced in the Chukchi and East Siberian seas. Warming of the 
atmosphere due to increased heating from newly ice-free ocean 
causes geopotential heights to increase in the mid-troposphere, 
which suppresses the jet stream southward over east Siberia. This 
pattern, referred to as the Arctic Dipole, has strengthened during 
the era of sea-ice loss61. A southward shift in the storm tracks over 
East Asia allows for a more rapid advance of Eurasian snow cover 
in October. Enlarged areas of open water north of Siberia also pro-
vide increased moisture flux to the atmosphere, which precipitates 
as snow as the air mass is advected southward over Siberia58,71 (left 
globe in Fig. B2).

In October, a more extensive snow cover cools the surface lead-
ing to lower heights and a trough in the mid-troposphere. Increased 
troughing over East Asia favours upstream ridging near the Barents 
and Kara seas and the Urals. Concurrently, the large sea-ice deficits 

and the associated strong surface heating anomalies migrate from 
the Chukchi and East Siberian seas in September and October to 
the Barents and Kara seas in November and December. This favours 
mid-tropospheric ridging in the Barents and Kara seas region with 
downstream troughing over East Asia. Therefore, the extensive 
snow cover over Siberia in October and November and the sea-ice 
loss over the Barents and Kara seas in November and December 
produce same-signed mid-tropospheric geopotential height pat-
terns over Eurasia. This planetary wave configuration is favour-
able for increased vertical propagation of Rossby waves from the 
troposphere into the stratosphere98–100 (middle globe in Fig. B2).

Increased vertical propagation of Rossby wave energy from the 
troposphere to the stratosphere weakens the polar vortex, resulting 
in a stratospheric warming event. Circulation anomalies associated 
with the warming event appear first in the stratosphere and subse-
quently appear in the troposphere in January and February. These 
circulation anomalies resemble those associated with the negative 
phase of the NAO/AO; that is, ridging over the Arctic especially near 
Greenland, and a weaker, equatorward-shifted polar jet stream. As 
a result, warmer conditions prevail in the Arctic regions, but colder 
and more severe winter weather occurs across the mid-latitude con-
tinents with a greater likelihood of snowstorms in the population 
centres of the Northern Hemisphere mid-latitudes (right globe in 
Fig. B2).

We propose a chain of events where less sea ice and increased 
open water in the Arctic (that heats the atmosphere) and more 
snow cover (that cools the atmosphere) both force the same pat-
tern, which results in a weakened polar vortex. Because the heat-
ing anomalies are displaced longitudinally, extensive Eurasian snow 
cover and reduced Arctic sea ice can constructively interfere to 
weaken the polar vortex and hence influence surface weather.

Box 2 | Synthesis of cryospheric forcings.

Figure B2 | Synthesis of proposed cryospheric forcings. The schematic highlights a proposed way in which Arctic sea-ice loss in late summer through 
early winter may work in concert with extensive Eurasian snow cover in the autumn to force the negative phase of the NAO/AO in winter. Snow is shown 
in white, sea ice in white tinged with blue, sea-ice melt with blue waves, high and low geopotential heights with red ’H’ (red represents anomalous 
warmth) and blue ’L’ (blue represents anomalous cold) respectively, tropospheric jet stream in light blue with arrows, and stratospheric jet or polar 
vortex shown in purple with arrows. On the right globe, cold (warm) surface temperature anomalies associated with the negative phase of the winter 
NAO/AO are shown in blue (brown). See Box text for detailed explanation.
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Arctic Amplification and its role for mid latitudes Weather and Extremes

- Linkages between Arctic Amplification and jet stream and extremes in mid-latitudes: Hypotheses, Debates, 
Controversies

Cohen et al. (2014)
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However, challenges remain in linking Arctic amplification 
directly to changes in the speed and structure of the jet stream. For 
example, other factors besides the near-surface meridional temper-
ature gradient influence the zonal jet, including feedbacks from syn-
optic eddies or storms and the upper-level meridional temperature 

gradient. Indeed, although Arctic amplification has weakened 
the near-surface meridional temperature gradient, the tempera-
ture gradient between the tropics and mid-latitudes at higher alti-
tudes  has strengthened80, which would increase jet stream-level 
winds. Another challenge is identifying how much of the Arctic 

The different components of a generalized mid-latitude jet are 
illustrated in Fig. B1a. The proposed dynamical pathways linking 
Arctic amplification to increased weather extremes are through 
the highly nonlinear interaction between the jet stream, the 
planetary waves and the storm tracks (Fig.  4). The wintertime 
extratropical climate variability is affected by a complex set of 
interactions and feedbacks between components, such as natural 
variability modes, diabatic heating anomalies due to variations in 
sea ice and snow cover, and atmospheric and oceanic heat trans-
port from tropical and subtropical latitudes. However, recently it 
has been proposed that air–sea interaction in the Arctic could be 
forcing teleconnection patterns and influencing weather patterns 
remotely in the mid-latitudes by heating the Arctic relative to the 
rest of the globe36,76.

A change in the meridional temperature gradient, which pro-
jects onto the thermally driven component of the jet may or may 
not result in a significant change in the jet depending on how the 
eddy-driven part of the jet varies. Complex interactions between 
the mid-latitude wind jets, the planetary waves and baroclinic 
weather systems is a nonlinear two-way feedback process, where 
diabatic heating and cooling, orographic forcing and eddy wave 
breakings drive the jets and teleconnection patterns. The yellow 
arrow denotes the final influence, which is of synoptic variability 
(jet eddies) on mid-latitude weather. The dynamical mechanisms 
associated with each green arrow are as follows: 

A. The temperature gradient, in this definition, influences 
the thermally driven jet (black solid circle) via the thermal-wind 
balance (in combination with boundary conditions).

B. The temperature gradient influences the eddy-driven jet 
(black dashed circle) via changes in baroclinicity. The eddy-driven 
jet influences the temperature gradient via horizontal heat fluxes.

C. The eddy-driven jet affects stratospheric winds (black 
U shape) via vertical wave propagation. Stratospheric winds affect 
the eddy-driven jet by altering the vertical wave-guide.

D. The thermally driven jet affects stratospheric winds via gen-
eration of orographically forced waves. Stratospheric winds affect 
the thermally driven jet by altering the vertical wave guide.

E. The thermally driven jet affects the eddy-driven jet by act-
ing as a wave guide (the role of baroclinicity here directly associ-
ated with the temperature gradient). The eddy-driven jet affects the 
thermally driven jet via energy fluxes.

As can be seen from the figure, there are many feedbacks and 
interactions involving mid-latitude jets, with the temperature gra-
dient being just one of them. Therefore a weakening in the tem-
perature gradient may or may not result in a slowing down of the 
jet depending on the net effect of other factors.

The North Atlantic Oscillation/Arctic Oscillation (NAO/AO) may 
be considered a paradigm for the debate within the climate commu-
nity. Shown in Fig. B1b are the changes in the atmospheric circulation 
associated with the negative phase of the NAO/AO. Positive (nega-
tive) zonal wind anomalies associated with the negative NAO/AO 
are superimposed on the jet shown by a green solid (dashed) line. 
Also shown are the temperature changes with warmer temperatures 
in the Arctic (red) and colder temperatures in the mid-latitudes 
(blue), increased high-latitude blocking (represented by clockwise 
flow around a high) and a southward shift in the storm tracks (repre-
sented by a anticlockwise flow around a low), and increased meridi-
onal flow. All these dynamical changes are observed as the NAO/AO 
shifts from its positive phase to the negative phase. However, external 
forcing, such as a reduced thermal gradient due to Arctic amplifica-
tion, will project onto these dynamical patterns associated with the 
negative NAO/AO: an equatorward shift in the zonal jet, increased 
meridional flow, high-latitude blocking and a southward shift in 
storm tracks. The yellow broken arrow denotes uncertainty whether 
a change in the meridional temperature gradient can force all the 
other changes depicted in the figure. Attributing observed changes 
in mid-latitude weather to either Arctic amplification or internal 
variability has proven challenging to date.

Box 1 | Jet-related dynamics.

Figure B1 | Schematic view of jet-related and negative North Atlantic Oscillation/Arctic Oscillation dynamics. a, Here, the tropospheric jet is divided 
into two parts, a thermally driven part and an eddy-driven part. b, Changes in the atmospheric circulation associated with the negative phase of the 
North Atlantic Oscillation/Arctic Oscillation. See Box text for detailed explanation.
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predictor of the winter NAO/AO54,55, where extensive snow cover 
is associated with the negative phase of the NAO/AO, though the 
relationship may lack stationarity56. Satellite-based data indicate 
a positive trend in Eurasian snow cover during October over the 
past two to three decades6,37, though the veracity of these satellite-
based increases has recently been questioned57. A proposed physi-
cal mechanism to explain increased snow cover is that a warmer 
Arctic atmosphere can hold more water vapour, which enhances 
precipitation over the Eurasian continent. Additionally, the loss of 
sea ice — and thus the increase in open water — has increased mois-
ture fluxes to the atmosphere9. If near-surface atmospheric temper-
atures remain sufficiently cold — as is the case in Siberia during 
autumn and winter — any additional precipitation will likely occur 
as snow58,59. Therefore, increasing October Eurasian snow cover 
may have contributed to the recent tendency towards a negative 
NAO/AO and cold Northern Hemisphere winters37. However, given 
that the NAO/AO has considerable internal variability on multi-
ple timescales, the recent negative trend may be predominantly 
internally driven.

The strong decline in sea ice during recent decades has intensi-
fied interest in the interactions between sea-ice conditions and the 
atmosphere47,60. Most sea-ice–atmosphere coupled studies have dis-
cussed the atmospheric response in the context of NAO/AO vari-
ability. Observational analyses have shown significant correlation 
between reduced Arctic sea-ice cover and the negative phase of the 
winter NAO/AO35,37,61–64, although it is unclear whether late sum-
mer and early autumn35 or late autumn and early winter38 sea-ice 
anomalies are more skilful at predicting the winter weather patterns.

Modelling studies have also examined the NAO/AO response to 
variations in Arctic sea ice35,65–74, by running simulations forced by 
past sea-ice trends or case studies of years with large sea-ice anoma-
lies. These studies have shown a full spectrum of NAO/AO responses 
to reduced sea ice, from shifts toward the positive phase68,71,73, the 
negative phase35,65,74 or no significant change73. 

Furthermore, attributing NAO/AO changes and associated shifts 
in storm tracks to Arctic forcing has proved very difficult. The simu-
lated atmospheric circulation response to sea-ice loss is sensitive to 
differences in model physics, background atmospheric and oceanic 
states, and the spatial patterns and magnitude of sea-ice anomalies. 

Additionally, it has proven difficult to separate forced change due to 
sea-ice loss from internal model variability. Large numbers of model 
runs or ensembles are likely required to achieve statistically signifi-
cant responses to forced sea-ice changes73. While these disparities 
between studies preclude definitive conclusions, two general results 
emerge. First, there are more studies that show a negative NAO/AO 
response than a positive NAO/AO response. Second, the simulated 
NAO/AO response to sea-ice loss is relatively small compared with 
natural variability. This is consistent with the view that changes 
in the NAO/AO are predominately internally driven and do not 
necessarily require remote forcing75. 

Jet stream
The second proposed dynamical pathway linking Arctic amplifi-
cation to increased weather extremes is through its effects on the 
behaviour of the polar jet stream. The difference in temperature 
between the Arctic and mid-latitudes is a fundamental driver of 
the polar jet stream; therefore, a reduced poleward temperature 
difference could result in a weaker zonal jet with larger meanders. 
A weaker and more meandering flow may cause weather systems 
to travel eastward more slowly and thus, all other things being 
equal, Arctic amplification could lead to more persistent weather 
patterns76. Furthermore, Arctic amplification causes the thick-
ness of atmospheric layers to increase more to the north, such 
that the peaks of atmospheric ridges may elongate northward and, 
thus, increase the north–south amplitude of the flow76. Weather 
extremes frequently occur when atmospheric circulation pat-
terns are persistent, which tends to occur with a strong meridional 
wind component77,78. 

Some aspects of this hypothesized linkage are supported by 
observations and model simulations. A significant decrease in 
zonal-mean zonal wind at 500  hPa during autumn is observed 
regionally76,79. This may be understood through the thermal wind 
relationship, which states that vertical wind shear is proportional 
to the meridional temperature gradient. Assuming that the winds 
do not increase at the surface, the zonal wind at the jet-stream level 
should slacken with a weaker meridional temperature gradient. In 
other seasons when Arctic amplification is weaker, no significant 
trend in zonal-mean zonal wind is observed.

Northern Hemisphere 
mid-latitude weather

Polar vortex

L
Northern Hemisphere cryosphere changes
• Summer and early fall Arctic sea-ice loss
• Fall Eurasian snow cover increase
• Late fall and winter Arctic sea-ice loss

Arctic
amplification

Changes in:
• Storm tracks
• Jet stream
• Planetary waves

Natural variability
• Internal climate modes
• Solar cycle
• Volcanic eruptions

Global climate
change

Figure 4 | Schematic of ways to influence Northern Hemisphere mid-latitude weather. Three major dynamical features for changing Northern 
Hemisphere mid-latitude weather — changes in the storm tracks, the position and structure of the jet stream, and planetary wave activity — can be 
altered in several ways. The pathway on the left and highlighted by double boxes is reviewed in this manuscript. Arctic amplification directly (by changing 
the meridional temperature gradient) and/or indirectly (through feedbacks with changes in the cryosphere) alters tropospheric wave activity and the jet 
stream in the mid- and high latitudes. Two other causes of changes in the storm tracks, jet stream and wave activity that do not involve Arctic amplification 
are also presented: (1) natural modes of variability and (2) the direct influence of global climate change (that is, including influences outside the Arctic) 
on the general circulation. The last two causes together present the current null hypothesis in the state of the science against which the influence of Arctic 
amplification on mid-latitude weather is tested in both observational and modelling studies. Bidirectional arrows in the figure denote feedbacks (positive 
or negative) between adjacent elements. Stratospheric polar vortex is represented by ‘L’ with anticlockwise flow.
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Opinion

The impact of Arctic warming on
the midlatitude jet-stream: Can it?
Has it? Will it?
Elizabeth A Barnes1∗ and James A Screen2

The Arctic lower atmosphere has warmed more rapidly than that of the globe as
a whole, and this has been accompanied by unprecedented sea ice melt. Such
large environmental changes are already having profound impacts on the flora,
fauna, and inhabitants of the Arctic region. An open question, however, is whether
these Arctic changes have an effect on the jet-stream and thereby influence weather
patterns farther south. This broad question has recently received a lot of scientific
and media attention, but conclusions appear contradictory rather than consensual.
We argue that one point of confusion has arisen due to ambiguities in the exact
question being posed. In this study, we frame our inquiries around three distinct
questions: Can Arctic warming influence the midlatitude jet-stream? Has Arctic warming
significantly influenced the midlatitude jet-stream? Will Arctic warming significantly
influence the midlatitude jet-stream? We argue that framing the discussion around
the three questions: Can it?, Has it?, and Will it? provides insight into the common
themes emerging in the literature as well as highlights the challenges ahead. © 2015
John Wiley & Sons, Ltd.
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INTRODUCTION

The possibility that recent Arctic sea ice loss and
surface warming could be impacting the Northern

Hemisphere jet-stream and, thereby, extreme weather
in the Northern Hemisphere midlatitudes, has recently
has received a lot of scientific and media attention.
The devastation wrought by the landfall of Super-
storm Sandy in 2012,1 the frigid temperatures over
North America in the winter of 2013/2014,2 the cold
and snowy winters of 2009/2010 and 2010/2011 over
Europe and North America3,4 and bouts of extreme
summer weather5–7 have all been linked to Arctic sea
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ice loss over the past decade, in both the scientific lit-
erature and the media. Furthermore, there are sugges-
tions that as the Arctic continues to see unprecedented
sea ice decline and warmer near-surface tempera-
tures in the coming decades, extreme weather in mid-
latitudes may become more common place.7,8 This
hypothesis has been well publicized, to the extent that
many nonscientists believe that future Arctic warming
will have major effects on weather where they live.9

These views, however, are not shared by the climate
science community as a whole, with some scientists
suggesting that there is in fact no robust evidence for
such a link between Arctic warming and midlatitude
weather10 and that, for example, the chances of cold
weather extremes in the coming decades may actually
decrease because of Arctic warming.2,11–13

The Northern Hemisphere jet-stream encapsu-
lates the large-scale, atmospheric circulation in the
midlatitudes and is the ‘river’ on which synoptic
storms grow and propagate. Given that the jet-stream
is strongly coupled to the storm tracks and related sur-
face weather in this way, we limit our discussion here
to whether Arctic amplification is a major driver of
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The Jury is still out…



Sea Level Rise?

Not quite sure if I should include it… maybe better covered by Julienne?



The Arctic’s Role: 
Open Questions

Fully Coupled System
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High latitudes present extreme conditions for the measurement and estimation of  
air–sea and ice fluxes, limiting understanding of related physical processes and  

feedbacks that are important elements of the Earth’s climate.

HIGH-LATITUDE OCEAN AND SEA 
ICE SURFACE FLUXES: CHALLENGES 

FOR CLIMATE RESEARCH
BY MARK A. BOURASSA, SARAH T. GILLE, CECILIA BITZ, DAVID CARLSON, IVANA CEROVECKI, CAROL ANNE CLAYSON, 
MEGHAN F. CRONIN, WILL M. DRENNAN, CHRIS W. FAIRALL, ROSS N. HOFFMAN, GUDRUN MAGNUSDOTTIR, 
RACHEL T. PINKER, IAN A. RENFREW, MARK SERREZE, KEVIN SPEER, LYNNE D. TALLEY, AND GARY A. WICK

H igh-latitude climate  
 change can manifest  
 itself in astonishing 

ways. Arctic sea ice extent 
at the end of the melt season 
in September is declining 
at a mean rate of 12% per 
decade, with record sea-
sona l minima in 20 07 
and 2012 (Comiso et al. 
2008; Shawstack 2012). In 
2001/02, the Larsen B Ice 
Shel f on the Antarct ic 
Peninsula collapsed in a 
matter of months (Rignot 
et al. 2004), and in 2008, the 
Wilkins Ice Shelf collapsed 
equally quickly (Scambos 
et al. 2009). Ocean heat 
content is rising rapidly 
in high-latitude regions 
of both hemispheres (e.g., 
Gille 2002; Karcher et al. 
2003; Bindoff et al. 2007; 
Purkey and Johnson 2010). 
The observed trends are 
expected to continue and 
are broadly consistent with 
projections of anthropogenic climate change reported 
in the Intergovernmental Panel on Climate Change 
(IPCC) Fourth Assessment Report (AR4) (Randall 
et al. 2007). A common element in high-latitude 
climate changes is a dependence on surface fluxes; 

we focus on the exchange of energy, momentum, 
and material between the ocean and atmosphere and 
between atmosphere and sea ice (the basic concepts 
defining surface fluxes are outlined in “Primer: What 
is an air–sea flux?”). Surface fluxes at high latitudes 

FIG. 1. Schematic of surface fluxes and related processes for high latitudes. 
Radiative fluxes are both SW and LW. Surface turbulent fluxes are stress, SHF, 
and LHF. Ocean surface moisture fluxes are P and E (proportional to LHF). 
Processes specific to high-latitude regimes can strongly modulate fluxes. These 
include strong katabatic winds, effects due to ice cover and small-scale open 
patches of water associated with leads and polynyas, air–sea temperature 
differences that vary on the scale of eddies and fronts (i.e., on the scale of the 
oceanic Rossby radius, which can be short at high latitudes), deep and bottom 
water formation, and enhanced freshwater input associated with blowing snow.
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The Arctic’s Role: Open Questions

- Linkages: need to sort out dynamics behind 
- Arctic Amplification: Role of sensible and latent heat transports 
- See level rise

- The way forward is to think coupled and linked, i.e., not 
individual spheres (air, sea, or ice) in separation and not 
separate the polar climate from the rest of the planet’s 
climate. The latter is based on the fact that the system is 
non-linear, hence one-way causal chains are difficult to 
establish and defend and it appears that the Arctic is 
more influenced by the mid-latitudes then the other 
way around.



The fully Coupled System

http://mosaicobservatory.org/


